Using Al to understand biological vision is another step toward engineering artificial
brains

[Recently,] two studies independently tapped into the power of [artificial neural networks] to solve a 70-
year-old neuroscience mystery: how does our visual system perceive reality?

The first, published in Cell, used generative networks to evolve DeepDream-like images that hyper-
activate complex visual neurons in monkeys. These machine artworks are pure nightmare fuel to the
human eye; but together, they revealed a fundamental “visual hieroglyph” that may form a basic rule for
how we piece together visual stimuli to process sight into perception.

In the second study, a team used a deep ANN model—one thought to mimic biological vision—to
synthesize new patterns tailored to control certain networks of visual neurons in the monkey brain. When
directly shown to monkeys, the team found that the machine-generated artworks could reliably activate
predicted populations of neurons.

The individual results, though fascinating, aren’t necessarily the point. Rather, they illustrate how
scientists are now striving to complete the virtuous circle: tapping Al to probe natural intelligence. Vision is
only the beginning—the tools can potentially be expanded into other sensory domains. And the more we
understand about natural brains, the better we can engineer artificial ones.

Read full, original post: How Researchers Used Al to Better Understand Biological Vision



http://dx.doi.org/10.1016/j.cell.2019.04.005
http://dx.doi.org/10.1126/science.aav9436
https://singularityhub.com/2019/05/08/how-researchers-used-ai-to-better-understand-biological-vision/

