
Infographic: How AI facial-recognition research can be misused to target minorities

[A] study, published in 2018, had trained algorithms to distinguish faces of Uyghur people, a
predominantly Muslim minority ethnic group in China, from those of Korean and Tibetan ethnicity. 

China had already been internationally condemned for its heavy surveillance and mass detentions of
Uyghurs in camps in the northwestern province of Xinjiang — which the government says are re-
education centres aimed at quelling a terrorist movement. According to media reports, authorities in
Xinjiang have used surveillance cameras equipped with software attuned to Uyghur faces.

As a result, many researchers found it disturbing that academics had tried to build such algorithms — and
that a US journal had published a research paper on the topic.
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The complaint, which launched an ongoing investigation, was one foray in a growing push by some
scientists and human-rights activists to get the scientific community to take a firmer stance against
unethical facial-recognition research. It’s important to denounce controversial uses of the technology, but
that’s not enough, ethicists say.

Scientists should also acknowledge the morally dubious foundations of much of the academic work in the
field — including studies that have collected enormous data sets of images of people’s faces without
consent, many of which helped hone commercial or military surveillance algorithms.
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