
Can AI robots replace human therapists?

Websites, smartphone apps and social-media sites are dispensing mental-health advice, often using 
artificial intelligence. Meanwhile, clinicians and researchers are looking to AI to help define mental illness 
more objectively, identify high-risk people and ensure quality of care.

Some experts believe AI can make treatment more accessible and affordable. There has long been a 
severe shortage of mental-health professionals, and since the Covid pandemic, the need for support is 
greater than ever. For instance, users can have conversations with AI-powered chatbots, allowing them to 
get help anytime, anywhere, often for less money than traditional therapy.

The algorithms underpinning these endeavors learn by combing through large amounts of data generated 
from social-media posts, smartphone data, electronic health records, therapy-session transcripts, brain 
scans and other sources to identify patterns that are difficult for humans to discern.
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Despite the promise, there are some big concerns. The efficacy of some products is questionable, a 
problem only made worse by the fact that private companies don’t always share information about how 
their AI works. Problems about accuracy raise concerns about amplifying bad advice to people who may 
be vulnerable or incapable of critical thinking, as well as fears of perpetuating racial or cultural biases. 
Concerns also persist about private information being shared in unexpected ways or with unintended 
parties.
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